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ABSTRACT

The amount and impact of software-dependence in critical systems impinging on daily life is increasing rapidly. In many of these systems, inadequate software and systems engineering can lead to economic disaster, injuries or death. Society generally does not recognize the potential of losses from deficiencies of systems due to software until after some mishap occurs. Then there is an outcry, reflecting societal expectations; however, few know what it takes to achieve the expected safety and, in general, loss-prevention.

On the one hand there are unprecedented, exponential increases in size, inter-dependencies, intricacies, numbers and variety in the systems and distribution of development processes across organizations and cultures. On the other hand, industry’s capability to verify and validate these systems has not kept up. Mere compliance with existing standards, techniques, and regulations cannot guarantee the safety properties of these systems. The gap between practice and capability is increasing rapidly.

This paper considers the future of software engineering as needed to support development and certification of safety-critical software-dependent systems. We identify a collection of challenges and document their current state, the desired state, gaps and barriers to reaching the desired state, and potential directions in software engineering research and education that could address the gaps and barriers.

Categories and Subject Descriptors

D.2.1 [Software Engineering]: Requirements/Specifications; D.2.4 [Software Engineering]: Software/Program Verification; F.3.1 [Logics and Meanings of Programs]: Specifying and Verifying and Reasoning about Programs; K.7.3 [The Computing Profession]: Testing, Certification, and Licensing

General Terms

Verification, Standardization
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1. INTRODUCTION

The use of software in critical systems that impact daily life is increasing rapidly. New generations of medical devices, automobiles, aircraft, manufacturing plants, nuclear power generating stations, automated trains, banking and investment systems, manufacturing systems, and a growing number of automated systems within our homes rely on software to enable new functions, provide pre-existing functions more efficiently, reduce time to service a user need, and reduce effort and competence required by people providing services. Increasingly, independently-developed systems are being coupled more closely than before, as manifested in air traffic control, road traffic support, emergency response, healthcare-delivery, globalized trading of securities, the power-grid, and telecommunications. As society seeks value-addition through sharing of information and industry responds with increasing inter-dependence of resources (e.g., through the internet of things [18]), the growth is accelerating with increasing severity of consequences. Often, the extent of inter-dependence is not even known. In most cases, a hazard-free result cannot be completely assured and the residual hazard space is not known.

In the automotive space, software affects automobiles critically [9], with upwards of 80 computers on board, and tens of millions of lines of code. The role of software now encompasses control of the engine(s), steering, braking, cruise control, doors and windows, entertainment – and all active safety functions such as stability control, blind spot detection and adaptive cruise control. Various degrees of autonomous driving have been demonstrated [68], and the concept of connected vehicles [65] is emerging. The car of the near future will be filled with safety-critical software on a scale we would not have anticipated just a short time ago. Car manufacturers and their suppliers are already struggling with the task of building safety-critical software so that their hard-won standards of safety can be maintained [3]. Continuation on this trend line will result in the contribution of the software-dependence to the hazard space not being analyzable with current technology.
In avionics, the use of embedded software has grown rapidly over the last 25 years as analog systems have morphed into digital systems [52]. Among recent generation aircraft, the Boeing 787 has more than 8 million lines of code, or about four times the total in the 777. The code, which has increased during the aircraft development effort, “determines everything from how information is shared between systems to how the pilot’s commands are translated into action; from how humid the air is to when the coffee is done,” according to Boeing. The number of software systems and their supply-sources of systems are also increasing rapidly. A Wind River Systems manager notes that there are over 70 applications from 15 different vendors running on the 787’s Common Core computer [52]. In military avionics, an Air Force general characterized the importance of software by stating, “The B-52 lived and died on the quality of its sheet metal; today our aircraft will live or die on the quality of our software.” [20].

In the medical space, software is a core component in radiation therapy machines, robotic surgery, infusion pumps, pacemakers, medical imaging machines, and a wide range of devices used in the home and hospitals for measuring temperature, blood pressure, pulse and physiological parameters. In addition, software is at the heart of hospital information systems, electronic health records and patient treatment plans. There is no doubt that these devices and systems save lives – but when they fail they are also responsible for causing injuries and death. Unfortunately, many of these devices are not sufficiently dependable for their intended use. For example, in the first half of 2010, the FDA issued 23 Class I recalls of defective devices – and ‘Class I recalls’ are categorized by the “reasonable probability that use of these products will cause serious adverse health consequences or death”, [72]. According to the Software Freedom Law Center, at least six of the recalls were likely caused by software defects [64]. Even when software issues are not life-threatening, they can be disruptive. For example Forbes reports that a computer virus that infected catheters in a lab run by the Department of Veterans’ Affairs required that the machines be turned off and patients transported to a different hospital that could continue their care. As if this were not enough of a challenge, manufacturers have now added generic wireless capability to many safety-critical devices. This has led to concerns about security related issues, such as privacy of patient data, as well as the safety consequences of hacking into devices such as insulin pumps [51].

1.1 Adverse Socio-technical Trends

Though each safety-critical domain has unique challenges, the following issues are common to multiple domains, and make it much more difficult to develop and assure critical systems.

Advances in Technology: Vincenti [76] distinguishes between normal design and radical design. Normal design is well-understood, well-structured and utilizes well-accepted design principles, while radical design does not, ‘unleashing creativity’ in the quest for rapid or breakthrough innovation, but increasing the engineering-contributed hazard space.

Increasing Integration, Scale and Complexity: Most safety-critical systems in every application domain are growing in both scale and complexity, and in the proportion of system functionality allocated to software or other implementations of complex logic. A number of factors are fueling this increase, in particular, the (sometimes unnecessary) integration of devices/systems. The commensurate increase in possible interactions between systems’ elements, number of details that must be accounted for, and the number of teams/people to which requirements and verification and validation objectives must be communicated all make development and certification much more challenging.

Changes in the Way Systems are Built: Systems are increasingly being engineered by distributed work forces in diverse geographical locations with different cultures and languages. Systems are increasingly built from off-the-shelf components across longer supply chains, using different paradigms and quality management approaches, exacerbating difficulties of assurance and accountability.

Need-supply Gap in Engineering Capability: The trends described above have created new engineering needs in which the old work force is not experienced. Where the old experience is still valuable, the experienced engineers are retiring faster than the transfer of their knowledge to newer engineers [17]. Although the need in industry is increasing, the supply of qualified engineers is not, and the criticality of capability-requirements is not understood; the gap is being filled with less qualified people. In addition, many senior decision makers in companies and regulatory agencies do not have the required software engineering background to realize that their knowledge may be inadequate as a basis for directing the development or certification of software intensive safety-critical systems. This is exacerbated by the fact that there are few university software engineering courses that address relevant topics in safety-critical software development or evaluation.

1.2 Goals, Scope, and Organization

In many of the systems mentioned above, inadequate engineering can lead to economic disaster, injuries or death – characterized in this paper as the engineering-contributed hazard space. Most of the time, society does not recognize the potential of losses from deficiencies of systems due to software until after some mishap. Then there is an outcry, reflecting societal expectations and distrust of the supply-side market forces; however, few know what it takes to achieve the expected safety. To address the inability of the average person to grasp the intricacies of safety-engineering, society’s confidence in safety-critical systems is typically established by government regulation, including requirements for licensing and certification (explained in Section 2.1). Given trends presented above, we are struggling not only to engineer safety-critical systems but also to gain society’s trust through appropriate certification regimes.

This paper addresses future needs of software engineering research and education to realize certifiably safe software-dependent safety-critical systems. Section 2.1 reviews foundational definitions used in this paper to discuss this subject. Section 2.2 contrasts the development of safety-critical certified systems with that of mainstream systems (e.g., business processes; entertainment), to which current software engineering curricula cater. Sections 3 – 9 identify critical areas in which advances are needed. For each area, we summarize the challenge facing the community, the current state, the desired state, gaps/barriers, and some promising future directions (based on the demonstrated strengths of the software engineering community and discipline) to address these critical needs. A website for this paper [24] provides an extended version of this paper, along with supplementary documentation, presentations, and links to resources referenced in this paper.

Lutz [49] and Heimdahl [27] have provided good summaries of challenges related to software engineering for safety-critical sys,

---

1 The assurance of safety implies security. However, the length constraints on this paper limit the scope to common engineering deficiencies, rather than the open-ended safety-related issues that might result from malicious intrusion.
tems in previous ICSE Future of Software Engineering tracks. While many of the challenges that they identified are still valid and overlap with some of our themes, our theme selection focuses to a greater extent on issues in certification of software-dependent critical systems.

2. SOFTWARE CERTIFICATION IN CONTEXT

2.1 Terms and Definitions

To lay the foundation for subsequent discussions, we review definitions related to safety and certification as used in this paper. A system is a combination of interacting elements organized to achieve one or more stated purposes [73]. In our discussions, a system will typically include both software and hardware. A stakeholder is a person, team, or organization that has an interest in the successful development and deployment of the system, or, may be affected by the system.

Safety: Safety is freedom from harm (generally meaning injury or death). Although the paper is focused on safety, most of the reported findings can be applied to critical systems in general by expanding from ‘harm’ to ‘loss’, including damage to the environment, property, information, or economic loss. A hazard is an intrinsic property or condition that has the potential to cause harm or damage [73, 38]. While there are different forms of hazards that might be considered in safety reviews (e.g., development hazards such as inadequate definition of the boundary of the system being analyzed, inadequate flow-down to identify requirements and constraints on technical processes [73]), in this paper we focus our attention on system hazards. Hazard identification is the process of recognizing that a hazard exists and defining its characteristics [38]. System hazard identification typically views hazards as having two dimensions: (1) a system state(s) that has the potential to cause harm, and (2) the particular environment conditions that must exist for the hazardous state to lead to harm [48]. For example, for a passenger rail car, a hazard may exist where the door of the car is in an open position (system state) and the train is traveling at high speed with a person on the train falling towards the door (environment condition). Both the system state and environment condition must be present for harm to occur [48]. Safety-critical systems are those systems whose failure could result in harm. Safety-critical software is any software that can directly or indirectly contribute to the occurrence of a hazardous system state [47].

Safety Deficit: The definition of safety above is absolute – freedom from harm – but very few realistic safety-critical systems are ‘completely free from harm’. Therefore, it is common in some domains to introduce characterizations and metrics pertaining to the degree to which the safety falls short of being absolute – the safety deficit. One such notion is risk – the combination of the likelihood of harm and the severity of that harm [71].

Reliability: Reliability is the ability of a system or component to perform its required functions under stated conditions for a specified period of time [38]. A failure is the termination of the ability of a product to perform a required function or its inability to perform within previously specified limits [38].

Safety vs. Reliability: It is a common misconception that safety is equivalent to reliability or that reliability implies safety. Careful consideration of the definitions above reveals that this is not the case. For example, an aircraft whose engines fail to start may be perfectly safe because it can cause no harm, but it is not reliable because it fails to perform its intended function. Conversely, a nuclear power plant may be reliable in that it generates power as specified, but unless relevant hazards were identified and mitigated as part of its design, it may harm its operators or the environment through radiation leaks. The distinction between safety and reliability motivates the notion of a distinct system safety architecture [77] – which is sometimes, but not always, adopted in safety-critical systems. In this approach, functions for monitoring the occurrence of hazards, and then mitigating them are separated from the rest of the system’s normal function into a specific and dedicated set of components (the safety architecture) to facilitate easier review and assurance of the safety features of the system. In safety engineering, hazards are the basic unit of management – one tries to determine all of the hazards that are theoretically possible (where the process is usually driven by multiple forms of iterative analyses (see, e.g., ARP 4761 [67]), and then design a system where they are, if not impossible, then at least very unlikely. In reliability engineering, failures are the basic unit of management – one tries to design the system so that failures are unlikely or using techniques (e.g., fault tolerance techniques) that help ensure that the system will perform its intended function in the presence of faults/failures. In practice, safety and reliability engineering are intertwined in safety-critical system development, and techniques for reasoning about hazards, their causes and their impact overlap with techniques for reasoning about failures and their impact. However, keeping the distinction between safety and reliability clear is crucial when developing and assuring safety-critical systems.

Verification and Validation: Verification and Validation (V & V) of a system in the scope of this paper are processes that provide evidence for ‘conformity assessment’, which is a term used in supporting the definition of certification, given below. Verification is confirmation that specified requirements have been satisfied. Validation is confirmation that the system satisfies the needs and expectations of the customer and other identified stakeholders. Informally, validation is often characterized as answering the question “Are we building the right system?” whereas verification is characterized as answering “Are we building the system right?” The activities of validation and verification both depend on properly written requirements. Assuming that verification is achieved, in theory to achieve validation it is only necessary to confirm that needs/expectations of the stakeholders are properly captured in the requirements. In practice, validation often includes a number of activities such as system testing against a test suite known to reflect the operational characteristics of the system’s context and comparing the behavior of the system to an executable model of the system’s behavior.

Assurance: Ultimately, the stakeholders of the system need to have confidence that the various claims made about the system are correct. We use the term assure to denote the task of confirming the certainty of a claim based on evidence and reasoning such that the evidence and reasoning used can be examined and assessed by an independent party [73]. A claim is a true-false statement about the value of a defined property of a system, where a property is a quality attribute of the system such as safety, security, etc. In this paper, we limit the scope of usage of these terms to the assurance of the system property ‘safety’ and to any supporting claims about safety properties, e.g., ‘software assurance’ in support of system safety assurance. In general, the concepts discussed for safety assurance will also be applicable to security assurance.
Certification: Certification is third party attestation related to products, processes, systems or persons [39]. In this paper, discussion of certification is limited to software-dependent safety-critical systems. A third party is a person or body that is independent of the person or organization that provides the object (product) of conformity assessment, and of user interests in that object [39]. Confidence in the certification process depends, in part, on the competency of the third party.

2.2 Contrasts with Conventional Software Engineering

One of the key barriers to facilitating research in safety-critical certified systems and to immediately transitioning software engineers into engineering positions in the safety-critical industry is that conventional software engineering does not address many vital needs for certifiably safe software-dependent safety-critical systems.

Stakeholders: Conventional training in requirements development focuses on stakeholders such as the software provider (first party), customer (second party), and user. In the safety-critical space, additional stakeholders such as third-party certifiers, regulators, and society at large (e.g., via the legal system) generate requirements that drive development to a significant degree. In particular, the provider-customer cannot settle for a mutual implicit understanding based on implicit information that the system is ‘safe enough’. The criticality demands independent assurance (e.g., via third-party certifiers and regulators).

Safety Goals: Conventional training on writing goals in requirements development is typically limited to correct capture of desired system function, system evolution and maintenance, and perhaps appropriate management of costs. In the safety-critical space, goals include several extra dimensions. Early stages of development identify notions of loss and mishap relevant to stakeholders. These notions drive explicitly recognized development process iterations of requirements writing, hazard analysis, and design that prioritize eliminating or reducing hazards and the risk of loss. In addition, the system design process typically must identify failure mode goals (e.g., fail-operational, fail-stop, etc.) that indicate how the system should behave under catastrophic failure conditions.

System Context to Software Context: Conventional training in software requirements often focuses on software service applications that typically involve no notions of hardware/software interfacing, nor do they consider a total systems perspective in development. In situations where a hardware or larger system context exists, the conventional software engineering perspective takes a narrow view of its role by declaring that “system engineering is responsible for developing the requirements that its software should satisfy.” This narrow view leaves a communication gap between those who know the application domain and those who know software design and implementation. In safety-critical systems, software requirements are derived from and must trace to system requirements. In this context, the communication gap mentioned above can lead to disaster, and software engineers must understand the application domain, including the criticality of the functions, and be capable of eliciting, organizing, and validating the information from the domain specialists and the system engineers.

Hazard Analysis: One of the most popular forms of analysis addressed in the software engineering research community in recent years is automated, static analysis of source code to locate possible faults such as null pointer dereferences, array bound violations, and misuse of resources, libraries, etc. In the safety-critical space, a significant portion of the development process is devoted to multiple forms of hazard analyses that aim to identify hazards, their possible causes, and their possible effects (i.e., mishaps that they
might cause). Hazard analysis differs from static analysis in a number of dimensions. Rather than being applied rather late in the development process to implementation artifacts (e.g., source code), different forms of hazard analysis are applied throughout the development process. For example, in ARP 4761, Functional Hazard Analysis (FHA) is applied very early in the development process to analyze the primary functions of the system (working from an abstract and informal description of the function's behavior) to identify hazards that might result when a function fails. Subsequently, the Preliminary System Safety Assessment (PSSA) phase of ARP 4761 applies Fault Tree Analysis (FTA) to design and architecture development to explore how hazards identified in FHA might be caused by failures of hardware and software components now identified in the design/architecture. Farther along in development, the ARP 4761 System Safety Assessment (SSA) phase includes Failure Modes and Effects Analysis (FMEA) to systematically identify failure modes of implementation components, the local effects of those failure, how errors associated with failures might propagate to the system boundary giving rise to hazards. These analyses may be 'top-down' (given a hazard, systematically drill down and identify possible causes at different levels of abstraction of the system) or 'bottom-up' (given individual components in an architecture, reason about how the effects of failures of the component propagate up through the architecture to possibly contribute to hazards). Rather than working with machine readable artifacts (e.g., source code), hazard analysis must often be applied early in the development process to informal textual descriptions (e.g., in FHA) or to architectures (e.g., FTA or FMEA), where architectural descriptions used are not stated with the formality or precision necessary to support automation. Rather than propagating information along paths (e.g., data flow or control paths) that can be automatically extracted from source code, many of the sources of information in a hazard analysis (e.g., the behavior the components may exhibit when failing) and the paths along which failure effects propagate (e.g., propagation due to proximity of components or interactions through the external environment) are not specified in development artifacts – they are identified manually by analysts based on training and experience. Moreover, the analysis requires identification of hazards from unintended behaviors rather than intended behaviors, which by their very nature cannot be extracted from conventional development artifacts that describe only the specified behavior of systems.

**Hazard-Based Safety Engineering:** As hazards are identified through hazard analysis, they are documented and their impact upon development and safety assessment is managed. While bug tracking, prioritization of bugs, and documentation of fixes, etc., are somewhat related activities in software engineering, the importance and impact of hazard tracking in the safety-critical space is much greater. Hazards are initially recorded in a log – the title of which varies across domains. This document is subsequently revised to record a safety deficiency metric for the hazard. Many domains use the notion of risk for this, but as we note in Section 3, the scientific basis for this is questionable. Depending on the safety deficit associated with the hazard, designers may produce a modified design to eliminate a hazard. Deficits associated with remaining hazards are typically mitigated by choosing one of the following strategies – each with decreasing effectiveness. Hazards may be controlled through design modifications (e.g., the inclusion of a safety interlock) or detected and operators notified. Finally, in some cases, the only action taken may be to train operators to recognize or prevent hazards during operation and respond appropriately. Updates to the design and architecture may introduce new hazards, so the process must be iterated.

**Architecture Design and Analysis:** In conventional development, most architecture design and assessment focuses on the abstracting, isolating elements that change more often, managing complexity, and supporting evolution and maintenance. In safety-critical development, additional forms of analyses are applied to the architecture as it evolves to reason about failures, effects of failures, propagation of faults, identification of elements whose failure may cause multiple forms of failures (i.e., common cause analysis), identification and causes of hazards. Results are used to (a) generate safety requirements, (b) guide designs toward providing redundancy to increase reliability and fault tolerance, and (c) drive design to eliminate or mitigate hazards. In particular, safety-critical system design often emphasizes constructing a distinct safety architecture, often partitioned from primary system function, that detects and mitigates hazards, has greater resiliency, and is designed for easier verification and assurance.

**Assurance:** Typical software engineering activities focus on verification, and perhaps to a lesser extent validation. However, they seldom address the need to externalize evidence and arguments as part of the assurance process to support third-party certification. There is little emphasis on assurance cases and other related activities in software engineering curricula.

**Standards and Regulatory Compliance Goals:** Conventional development may include process goals such as complying with coding guidelines, etc. In the safety-critical space, there are much more stringent process requirements to guarantee compliance with standards (e.g., DO-178C in the avionics domain) and regulatory guidelines. Moreover, the amount of documentation related to demonstrating compliance with process requirements is significantly greater. Unfortunately, almost no graduates of computer science and software engineering programs have ever seen or read a safety standard, much less applied it to a product.

### 3. DEVELOPING FOUNDATIONAL PRINCIPLES

**Challenge:** There are many standards that either directly or indirectly address safety-critical software. These have emerged through the standards-making process with differing philosophies (e.g., regarding the treatment of software criticality) and differing requirements (e.g., regarding the recommended use of certain software development techniques, such as formal methods). The presence of so many standards, and the differences between standards, can be bewildering to anybody operating in the domain, and can be a significant barrier in the education of new practitioners and researchers. In addition, the differences between standards make it hard to translate evidence of compliance between standards. It is desirable to establish foundational principles that provide a common basis for software safety assurance across domains and applications.

**Current State:** Many differences can be observed in the details of current software safety standards. For example, in civil aerospace, criticality of software is determined largely by consideration of the severity of the hazards to which the software may contribute. In other standards, such as IEC 61508, criticality is assigned to the embedded software system according to the degree of risk reduction required (expressed as a probability of failure per hour, or probability of failure on demand). Other standards (e.g., ISO 26262 in the automotive domain) use a mix of both the severity and probability of an accident sequence involving the software system to
Determining criticality. DO-178B/C uses the determined level of criticality (expressed as a Development Assurance Level) to moderate the number of explicit assurance objectives to be addressed. IEC 61508 adopts a different approach, and uses the assigned criticality (expressed as a Safety Integrity Level) to guide the selection of software design features (e.g., use of defensive measures such as recovery blocks) and assurance techniques (e.g., different types of testing). Underlying such differences, however, it is also possible to observe some common themes in how software safety assurance is addressed. These can be expressed in terms of the following five principles (previously presented in [26]):

1. Software safety requirements shall be defined to address the software contribution to system hazards.

2. The intent of the software safety requirements shall be maintained throughout requirements decomposition.

3. Software safety requirements shall be satisfied.

4. Hazardous behavior of the software shall be identified and mitigated.

4+1. The confidence established in addressing the software safety principles shall be commensurate to the contribution of the software to system risk.

Principle 1. Software by itself cannot be safe or unsafe. It is only when placed in a system context that the ‘safety’ of software can be judged by considering the contribution that the software could make to system level hazards. The first challenge of software safety assurance is to identify these contributions and to capture the necessary behavior of the software in relation to these contributions in terms of a clearly defined set of software safety requirements at the system-software boundary.

Principle 2. The normal process of software development proceeds by decomposition of the high level requirements placed on the software into lower level specifications of behavior that ultimately can be implemented. This may take place as a structured (but informal) process, as part of a formal development process, or be supported by the development and transformation of models. Regardless of approach, a key concern is whether the intent (the stakeholders’ view of the behavior they want/need) of an original requirement is maintained throughout the process of decomposition. Systematic (design) errors are introduced whenever there is a misalignment of the original intent of a requirement and its implementation.

Principle 3. Ultimately, it is necessary to demonstrate that any safety requirements allocated to software have been satisfied. It is important to present evidence that shows the satisfaction of safety requirements under anticipated operating conditions. This requires the presentation of evidence that addresses satisfaction under both normal and abnormal (fault) conditions.

Principle 4. Potentially hazardous emergent behaviors can result from well-intentioned but (in hindsight) flawed design decisions that, unfortunately, have unintended hazardous side effects. In addition, implementation (process execution) errors can be made during the software development process – e.g., modeling errors, coding errors, and tool-use errors. It is necessary to ensure that assurance effort has been targeted at attempting to reveal both of these sources of errors.

Principle 4+1. This principle underpins the implementation of the first four principles (hence being termed +1 rather than 5). Perfect assurance of the other four principles is, of course, desirable but in reality is unachievable. For example, it is impossible to prove that all software safety requirements have been identified. Consequently, it is necessary to consider how much effort to expend in addressing the first four principles, and how much evidence to generate. This principle states that the level of evidence (and confidence) needs to be proportional to the level of risk associated with the software in question.

Desired State, Gaps and Barriers to Progress: Whilst there is broad agreement on the principles described in the previous section, there still exists significant discussion and disagreement on the implementation of these principles. For example, there is much debate on the nature and desirable level of prescription in the criteria (e.g., regarding the software development and assurance processes) used within standards. Similarly, there is debate as to whether to require the production of an explicit assurance case that justifies the satisfaction of these principles (for a specific project) or be content that an implicit assurance case exists through the satisfaction of the criteria of a standard. These issues are discussed further in Section 4. Principles 1 to 3 emphasize the key importance that the elicitation, validation and decomposition of safety requirements has in software safety assurance. However, there remains significant debate about the best means of capturing, expressing and managing safety requirements. This issue is discussed further in Section 5. With the growing complexity of today’s safety critical software the challenge of identifying potentially hazardous emergent behaviors (as highlighted in Principle 4) is significant. The application of manual techniques (such as the application of HAZOP on software design) becomes infeasible for complex systems, and automation assistance is desirable. This issue is discussed further in Section 8. The use of tools to support the development and verification of software can underpin the implementation of Principles 1 to 4. For example, tools supporting model driven engineering can assist in the mapping and transformation of models through the development process to assist in the implementation of Principle 2. Verification tools can assist greatly in the demonstration of satisfaction of behavioral safety requirements. They can also assist in demonstrating the absence of potentially hazardous implementation errors, and the identification of hazardous software behavior (Principle 4). However, for tools to be used in this way they need themselves to be appropriately designed, assessed and qualified. It is necessary to assure that tools cannot be the source of error introduction in the software development process. This issue is discussed in Section 7. Principles 1 to 4 apply whether software is developed in a monolithic fashion or using principles of composition and component-based engineering. However, compositional approaches can present specific challenges in implementation - e.g., the identification of safety requirements (Principle 1) when potentially hazardous behavior is distributed across software modules, the composition of verification results (Principle 3), or the identification of emergent behavior from composition (Principle 4). Such issues are discussed in Section 6.

The implementation of Principle 4+1 is perhaps one of the most contentious issues in software safety assurance - i.e. how to moderate the level of evidence required in software safety assurance according to the level of risk posed by the software. Firstly, one of the main issues of debate in this area is the notion of risk applied to software. To know the risk associated with a software system requires knowing the severity of the hazards to which the software may contribute, the probability of these contributions, and the probability of the hazards given the contributions. Many consider the probability of software failure to be an unobtainable parameter, or at the least one that is extremely difficult to obtain. Software does not fail randomly, however in theory we can reason about the prob-
ability of revealing systematic (design) errors at run time. In practice, however, a priori estimation of this probability is very challenging.

Some certification bodies (e.g., [73]) deliberately exclude treatment of probability in estimating the criticality of hazardous software contributions, basing judgement solely on severity. Other standards (e.g., IEC 61508) avoid the problem by reasoning about the probability of failure required rather than achieved (although this still leaves a question as to whether this requirement has been achieved). This raises the second key issue, namely how to provide a level of assurance (confidence) that is commensurate with the criticality of the software. Whilst the principle is easily stated, specific judgements of how deficits in assurance relate to risk are hard to make, context specific, and often lacking an empirical basis. This issue is discussed further in Section 4.

Finally, the lack of agreement in the implementation of the principles can be seen as a barrier to building competence in the engineering of safety critical software. For example, it is challenging to define an educational syllabus when there exists significant variations in philosophy and approach across the standards. This issue is discussed further in Section 9.

Research Directions: As described in the previous section, the implementation of foundational principles raises many research challenges. The research challenges in each of these areas are discussed in the referenced sections. However, underpinning all of these challenges remains the problem of gaining consensus on best practice in safety critical software development and assurance. At present many of the debates concerning the adoption of one approach or another can appear philosophical and/or subjective. Therefore there is growing interest in attempting to establish a more empirical basis for such discussions [59], e.g., regarding the efficacy of certain standards. In addition, there is increasing research into cross-domain certification, such as the European funded OPENCOSS (Open Platform for EvolutioNary Certification of Safety-critical Systems) project [54]. Such projects are attempting to tackle the problem of mapping and cross-referencing the varying terminology, objectives, required activities, and required evidence of the different safety standards. Ongoing work such as this will contribute to establishing an increasing understanding of the commonality and variability in current safety-critical software development practice.

4. THE NATURE OF CRITERIA IN SAFETY CERTIFICATION

Challenge: Standards play a key role in providing uniform community-developed assessment criteria for systems within a safety-critical domain. What is the appropriate use of standards in safety certification of a software-dependent safety-critical system? What are the necessary and sufficient criteria that should be required in those standards? What specific processes and products should these criteria address? Surprisingly, these questions remain challenges, especially, in the case of highest-criticality systems [63].

Current State: Many acquirers of software-dependent safety-critical system and regulatory authorities depend upon compliance with international standards such as IEC 61508 [33], ISO 26262 [36], EN 50128 [14], DO-178C [60], IEEE 7-4.3.2 [31] and IEC 62304 [32]. Intrinsic to the concept of standard, is the idea that arbitrary variations in criteria and assessment of conformity to criteria are reduced by adopting uniform approaches agreed to by a broad collection of stakeholders. The challenge lies in the fact that the ultimate goal is to assess the safety attributes of particular systems, but systems and their safety attributes (e.g., notions of harm, hazard, mitigation strategies, assurance arguments) vary. While the variance is smaller in some domains (e.g., in avionics, most airplanes have similar notions of harm and hazard), variance is profound in domains such as medical devices. Given the variance, it is impossible for a standard to uniformly and directly specify sufficient safety requirements for all the systems to which it is intended to be applied. Therefore, standards must define criteria that indirectly address system-specific safety requirements.

Process-based Approaches: The most common approach is for a standard to specify criteria for the processes or process characteristics that are used to support the creation and evaluation of a system (the idea being that while the specific safety-related attributes may vary across systems, the processes by which they are identified and addressed can be relatively uniform). Standards and associated certification regimes that follow this approach are often termed process-based [50]. For example, such standards may establish criteria for clearly identifying system hazards, establishing a clear link between software safety requirements and system hazards, the traceable decomposition of requirements, and the verification of the product implementation against safety requirements identified for the system. Such standards also address in a general manner the problem of systematic error introduction within the software development lifecycle and recommend techniques for the revelation and mitigation of such errors. In these standards, compliance is often judged by confirming the existence and completeness of process-related artifacts, e.g., have identified hazards been documented along with associated mitigation strategies (e.g., [35]), is there a test plan (e.g., [32]), etc., rather than judging the quality of the artifacts and the degree to which they directly support claims/arguments for the system’s safety. Although process-based criteria can provide useful bodies of knowledge and may codify best practices that, if followed correctly, tend to increase the likelihood of safety, conformance to such criteria may be neither completely necessary nor sufficient to establish that the product is certifiably safe. The implementation of processes and specific enactment (and interpretation) of these objectives can fall short on a given project. Often, users of these standards do not recognize that the process-based criteria merely define a minimum requirement. There is growing agreement within academia and industry that software assurance must go further than demonstrating compliance to process-based criteria and directly focus attention on the product itself [63, 57].

Argument/Evidence-based Approaches: Instead of establishing criteria that indirectly address safety via the proxy of process, there is increasing interest in establishing criteria for presenting arguments and evidence for claims about the system, including claims of safety (the idea being that while the specific safety-related attributes may vary across systems, the manner in which one presents arguments and evidence can be relatively uniform). An assurance case records explicitly a structured argument (reasoning), supported by a body of evidence, that substantiates a claim about the properties of the product in a given application and given environment [37]. Assurance cases do not preclude the application of process-based criteria. The contribution to safety of activities and artifacts produced for process-based criteria is often implicit. Assurance cases allow manufacturers to explicitly document how results of process-based activities contribute to and provide evidence for claims of safety [29]. Once explicit, these arguments of assurance can more easily be evaluated, criticized, and improved. Assur-
The generic nature of assurance cases is both the major weakness of this approach and its most significant strength. The weakness is that there are many possible forms of an assurance case – some good, some bad. For example, it is possible for someone to build an assurance argument that a system is safe by merely claiming that processes called out in a process-oriented standard were followed. This failure to introduce claims related to the safety attributes of the particular product being certified is one of the specific pitfalls that assurance cases were designed to address. Whilst the requirement for safety cases exists in several widely-used system safety standards, there are few standards that (a) specifically address the production of software assurance cases, and (b) provide guidance on strategies and patterns for producing effective assurance cases. There is an ISO standard for assurance cases [37], but it focuses on the generic features, notations, and terminology of assurance cases. Without guidance there can be a wide variation in assurance case structure and evidence – making it difficult for third parties (e.g., regulators) to make consistent acceptance decisions [79].

**Inadequate Methodologies for Integrated Development:** A frequent misuse of assurance cases is to postpone their construction until after system development is completed. Instead, best practice in assurance case development (e.g., as presented in [69]) is that the case is developed in step with system development, such that it helps direct the development process to meet the safety and security goals effectively and efficiently. For example, independent team reviews can expose fallacies in reasoning, invalid assumptions, gaps in the evidence and sources of uncertainty. Then, corrective action items can be formulated to address the exposed weaknesses. Better methodologies are needed to integrate assurance case construction with system development.

**Inadequate Approaches for Managing Confidence:** The issue of managing confidence remains a significant challenge in assurance case production, i.e., how to manage the level of confidence required in the arguments and evidence of an assurance case according to the declared level of acceptable safety deficit [19]. Although the assurance case concept [37] provides a structure to relate uncertainties and qualifiers, existing knowledge does not support meaningful evaluation of the contribution of these uncertainties (i.e., the resulting detraction from the assurance of the claimed property). Confidence can be impacted by many factors, e.g., the validity of models used in verification, the coverage of testing, the confidence in tools used, the competence of the task performers, the adequacy of personnel conducting reviews, the effectiveness of quality requirements (aka non-functional requirements) to support the top-level safety property, and commensurate architectural constraints to satisfy these quality requirements.

**Combining Properties and Evidence to Support Overall Conformance Claims:** Safety-critical system development increasingly relies on using a diverse set of verification techniques including model-based analysis of architectures, static analyses that demonstrate absence of common run-time errors, contract-based deductive reasoning, and conventional testing. Ideally, correct and effective application of each of these techniques should discharge verification obligations so that multiple techniques (and redundant efforts) do not need to address the same properties. However, theoretical frameworks that provide a basis for accumulating coverage and evidence of property satisfaction across multiple forms of property specification and verification techniques are lacking [12, 74, 22], and they would have to be incredibly persuasive for us to abandon current defense in depth approaches.

**Research Directions:**

**Assurance Case Patterns:** It has been shown how it is possible to guide the production of software assurance cases (e.g., by means of software assurance case patterns) in such a way as to explicitly address the key principles of software safety assurance [26, 25]. These principles address software safety requirements identification, decomposition, satisfaction, and the absence of contributory hazards such as emergent unanalyzed behaviour. Assurance case patterns or templates should thus enable us to avoid a huge volume of differently structured assurance cases within a single application domain. They could also help to ensure that templates for assurance cases in a domain are used to direct development, and are maintained and refined as the project progresses.

**Reasoning about Uncertainty:** A number of approaches to reasoning about uncertainty are being researched, e.g., reasoning based on a Baconian philosophy in terms of the identification and mitigation of argument and evidence deflectors [80]. However, even for the uncertainty in elemental evidence, significant research is needed in the appropriate underlying measurement science. The ability to evaluate the integrated effect of individual uncertainties also depends upon conformance to certain architectural constraints, such as rules of compositionality and other constraints derived from quality (aka non-functional) requirements, discussed earlier. Research in these topics holds promise, but is a long-term endeavor. Corresponding standards would be needed, but should be attempted only after the results of the identified research mature.

**5. REQUIREMENTS**

**Challenge:** One of the biggest challenges in engineering certifiably safe software-dependent systems is to establish valid requirements, i.e., requirements specifications that are complete, correct, unambiguous, and yet understandable to all stakeholders. It should be no surprise, because, even in mainstream IT, deficiency in requirements is the biggest source of unanticipated cost and delay. Whereas in the mainstream IT world, users ‘learn to live with it;’ in
life-critical systems, ‘living’ may not even be an option! Whereas in common commercial and consumer products issues surface through usage experience and may get fixed as and when possible, for certifiably safe systems, a third party should be able to assure system safety before deployment. Requirements Engineering should facilitate the validation needed for such assurance. The computer science and software engineering communities (especially those involved in safety-critical systems) have concentrated much more on the verification of the implementation against its requirements specification rather than the gap between the real needs and the specification.

**Current State:** In the case of certifiably safe software-dependent systems, often, developers use surrogates of the real requirements; for example, regulations, standards, guidelines, and ‘good practices.’ System-specific requirements engineering is mostly concerned with the functional requirements, focusing on the ‘normal’ (most common; most well-understood) cases. Current practice in engineering of requirements for system properties such as safety and security is not systematized. This weakness extends to the analysis of these requirements to derive architectural constraints. Common industrial practice uses natural language to express the known requirements. In contrast, leading edge practice has applied mathematics-based disambiguation techniques [78, 75]. The weak start in current practice of the engineering lifecycle also compromises subsequent engineering activities. It precludes use of modern analysis techniques, such as model checking, and older but still useful techniques, such as simulation, in the validation of the requirements. The inherent obscurity of the real intent also precludes drawing the appropriate attention of domain experts. It also precludes mathematical confirmation that the implementation satisfies its requirements specification.

Many industrial organizations use graphic-based design tools that have legitimate advantages in the design phase of the lifecycle. However, these designs are being presented as requirements as a basis for subsequent detailed design and implementation. This practice further increases the gap between real requirements and the surrogates driving the implementation. The added detail and complexity in the design specification further obscures the requirements, increasing validation difficulties.

Also, in spite of the fact that exhaustive testing of a typical system is not feasible, almost all industries tend to rely mostly on testing to verify that the system behaves as specified and that the specified behavior satisfies system properties such as safe and security.

**Gaps and Barriers to Progress:** The processes of elicitation (from the real world), analysis, and validation are weak, in general, even in mainstream IT. As the criticality of the system increases, the significance of off-normal cases (e.g., what can go wrong) increases, but the gap between the engineering need and capability increases even more rapidly. The competence aspect of this gap is addressed in Section 8 and the technology aspect, in the next subsection.

Many safety-critical systems developed today are built on (or derived from or modifications of) previous versions. In spite of the supposed ‘head-start’ given by the previous system, establishing valid requirements for the successor system is difficult. One major problem is the inadequate quality of the requirements specifications for existing systems. They are all too often imprecise and incomplete, or written at the level of a design specification, and hardly ever include the rationale for each requirement. In common practice, the team responsible for requirements elicitation and specification does not have the competence needed to perform this task effectively. The team has likely been doing this for years, and is oblivious even to modest advances in the field. Even the published advances in the field do not yet achieve the needed level of effectiveness and thoroughness.

The processes of system engineering, safety engineering, and software engineering are not well-integrated. The isolation starts from the competence-building infrastructure (addressed in Section 8) and continues through the vocabularies of discourse, the paradigms, and the tools. For example, requirements for safety should result from hazard analysis. Whereas requirements engineering is considered to be a part of systems engineering, hazard analysis is considered to be a part of safety engineering (often, a different part of the organization). A typical system developer is trained to think about the functions to be realized, not about what can go wrong. Tools for hazard analysis are not integrated with tools for requirements engineering. Inter-dependencies are not identified at a level of granularity to support effective configuration management.

**Research Directions:** The most pressing need is to develop effective methods for validating requirements. First, the gaps identified above across systems engineering, safety engineering, and software engineering should be bridged. Secondly, the gaps across domain experts, system developers, software developers and safety experts should be bridged. Domain Specific Languages (DSLs) may be an effective way of achieving this. However, the trend towards DSLs in the model driven engineering community does not seem to address these communication gaps. The potential of domain modeling has been known for a long time. Now, it is much more realizable by leveraging advancements in ontologies, modeling semantic networks, and knowledge representation combined with the use of stylized natural language.

The most severe gaps in knowledge, requiring the most advancement in research, exist in the systematization of the engineering for quality requirements (aka non-functional requirements): Starting from a top-level property such as Safety and decomposing it into a model of characteristics and sub-characteristics, such that the satisfaction of the top-level property can be evaluated consistently across different qualified people, teams, or organizations. The ISO 25000 family of standards [34] is a small step in this direction, based on decades of prior research efforts. Related research is needed in transforming these quality requirements into architectural constraints, such that the requirements can be satisfied verifiably. Some research had been undertaken at the Software Engineering Institute in mapping quality attributes into architecture evaluation criteria; however, much more advancement is needed, before the research results can be applied in practice.

Other topics of importance to safety-critical systems include: notions of completeness –identification of all hazards and the associated safety/security requirements, identification of all necessary interfaces to the system, and specified behaviour for the complete input domain for each interface; and automated simulation of the specified behavior.

We need recognition and unification of the multiple roles of the requirements specification: as an effective platform for validation; as support for documenting design behaviour without re-specifying all the behaviour; as a platform for verification, including testing and analysis; as support for recording rationale; and as support to build bi-directional traceability throughout the life-cycle.

6. COMPOSITIONAL CERTIFICATION

**Context:** In Section 1, we identified the increasing scale and complexity of systems as an important challenge in developing safety-critical systems. A general engineering principle for managing complexity is to (a) decompose a system into multiple smaller com-
ponents that can be worked with individually through multiple phases of development, and (b) integrate components in later stages of development to form a complete system. Decomposing systems into components can also lead to cost reductions and decreased development time when components are reused across multiple systems.

Several important trends in system development now emphasize notions of (de)composition and reuse.

Systems of Systems: A system of systems is generally understood to be a collection of systems in which each system functions as a stand-alone system, and the systems are integrated to achieve new mission capabilities not obtainable from the collected behaviour of the individual systems.

Software Product Lines: Product line engineering is applied when one has a family of similar systems. An effort is made to (a) identify functionality that is common across multiple systems within the family, (b) design and implement components that provide that functionality, and (c) systematically design systems so that common components can be reused across multiple systems within the family.

Platform Approaches: Sharing of run-time environment, common services, and frequently-used application components between stakeholders is now a common approach for achieving reuse. With this approach, one need not develop system functionality from the ground up; instead, one focuses on developing application logic using the shared services and application building blocks to produce an application that executes in the provided run-time environment. Smart phone platforms such as the iPhone and Android are prominent examples in the consumer space. This approach may also encourage innovation since it allows people with less capital to enter the market and contribute ideas.

Multiple safety-critical domains are beginning to emphasize the notion of platform. UK Defense Standard 23-09 [1], standardizes interfaces within the Generic Vehicle Architecture, an open source architecture that aims to encourage reuse in military ground vehicles. The Future Airborne Capability Environment (FACE) Consortium [11] emphasizes an open platform approach for interoperability to facilitate software application reuse across civilian and military aircraft platforms. Current activities in medical software aim to develop interfacing and safety standards for safe and secure medical application platforms [23] – safety- and security-critical real-time computing platforms for (a) integrating heterogeneous devices, medical IT systems, and information displays via a communication infrastructure, and (b) hosting application programs (i.e., apps) that provide medical utility via the ability to both acquire information from and update/control integrated devices, IT systems, and displays.

Challenge: To support notions of (de)compositional development such as those described above, the challenge is to develop engineering and assurance approaches that support compositional certification and reuse of certified components while maintaining the same confidence levels in safety as one would have when assessing complete systems. As Rushby notes [62], “although it is generally infeasible at present to guarantee critical [safety] properties by compositional (or ‘modular’) methods, it is a good research topic to investigate why this is so, and how we might extend the boundaries of what is feasible in this area.” Specifically, research is needed to determine the extent to which individual components could be certified to conform to interface properties in the context of rigorously defined architectures that constrain emergent properties, and the interface properties, architectural principles, and associated assurance would be sufficiently strong so as to allow systems assembled from those components to avoid a full assessment of all component implementations to justify correctness and safety.

Current State: Unfortunately, the effectiveness of compositional development strategies is limited in the context of certified systems, because almost all certification regimes for safety-critical domains certify complete systems [61] – not system components. This is driven by the fact that safety is a global, non-inductive property – safety issues often arise due to incorrect context assumptions or unanticipated interactions between components, between software and associated hardware, and between a functioning system and its environment. As Rushby notes, the problem is that conventional design and interfaces are concerned with normal operation, whereas much of the consideration that goes into assurance of safety concerns abnormal operation and the failure of components. Safety assurance addresses the hazards that one component may pose to the larger system, and these hazards may not respect the traditionally defined programmatic interfaces that define the boundaries between components in normal operation [61, p. 4]. Therefore, reasoning about safety, using current practices, is most easily achieved when working with the system as it will actually be deployed.

There are several notions of reuse and pre-cursors to compositional reality that currently exist in the context of certified systems. In the security domain, one of the original motivations for the Multiple Independent Levels of Security (MILS) architecture [6] was to promote a commodity market of reusable components for security systems to be certified according to various protection profiles within the Common Criteria [10]. Separation kernels provide space partitioning and time partitioning, and this provides the initial foundation for compositional justifications of security and safety by removing certain common interference modes leading to emergent behaviors. In the avionics domain, guidance for Integrated Modular Avionics (DO-297) describes how a particular architecture supports flexibility, modularity, reusability and interoperability. ISO 26262, which addresses functional safety for road vehicles, includes the notion of ‘safety element out of context’ (SEooC) which allows the statement of assumptions and guarantees for a particular element (informally, a sub-system) whose development is being carried out by, e.g., a sub-contractor. The FAA Advisory Circular on Reusable Software Components (AC 20-148) provides a mechanism for reusable software component (RSC) developers, integrators, and applicants to gain: FAA ‘acceptance’ of a software component that may be only a part of an airborne system’s software applications and intended functions, and credit for the reuse of a software component in follow-on systems and certification projects, including ‘full credit’ or ‘partial credit’ for compliance to the objectives of RTCA/DO-178B, Software Considerations in Airborne Systems and Equipment Certification. The cross-domain functional safety standard IEC 61508, allows the notion of a ‘pre-certified’ component that can be integrated into a 61508-certified system while reusing some of the certification effort.

In certain domains such as avionics (ARINC 653, and more recently FACE [11]) and automotive (AUTOSAR [4]), interoperability standards have been defined and are implemented by multiple vendors so that systems can be built from interchangeable components from different vendors.

Gaps and Barriers: There are a wide variety of barriers preventing compositional approaches to certification ranging from lack of
standardization, scientific basis for reasoning, appropriate infrastructure, and regulatory pathways.

Lack of Appropriate Interoperability, Architecture, and Platform Standards: Before one can be concerned about safety in composition, one must be able to get components to interface correctly. The medical domain is behind in this regard. The primary interoperability standard in the medical space, IEEE 11073 [40], has made contributions, primarily in the area of nomenclature and identification of common device functionality, but few vendors implement the standard, there is no systematic cross-vendor interface compliance evaluation, and it is missing important security, quality of service, and safety properties in its interfacing language. Regarding architecture and platform notions, IEEE 11073 does not include a notion of application hosting (which would include accompanying partitioning mechanisms) nor does it include the richer collection of services offered by ARINC 653 and AUTOSAR.

Limited Engineering Approaches and Ready-to-Use Solutions for Partitioning and Delimiting Emergent Behaviors in Dynamic Contexts: We do not deal adequately with emergent behaviors – behaviors that are not present or at least cannot be understood well in individual components but only arise when components are integrated. Configuration in existing separation kernels is largely static and does not provide significant support for applications or resource components to join the system during operation. In a vision for medical application platforms [23], new applications and devices can be composed via the platform after the platform has been certified and with other applications that have never been tested together. We need to develop run-time systems that can dynamically moderate composition, that enable only those compositions that will produce safe executions. Also needed are better and more systematic post-deployment means of detecting harmful emergent behaviors that could not be anticipated and planned for statically.

Compositional development relies on well-defined and precisely specified interfaces. Currently, we do not have adequate methods for capturing interface properties needed to support compositional reasoning about safety, including (a) non-functional properties, (b) interactions that a component might have with its context when it is failing, and (c) ways of detecting possible interactions through the environment.

Lack of Standards, Regulatory Guidelines, and Legal Frameworks for Compositional Approaches: Allowance for compositional approaches in existing certification and regulatory guidelines is minimal. To a large degree this is justified because the community has not yet arrived at a convincing approach for demonstrating safety using these approaches. Systems composed from components from different manufacturers often lead to questions about liability, i.e., which manufacturer is liable when a system causes harm.

Directions for the Future: We believe that there are several specific capabilities, technologies, and products to which the software engineering community can contribute for moving toward more compositional approaches to building safety- and security-critical systems.

Open-source High-Assurance Infrastructure: The software engineering, networking, and operating system communities have been very successful in creating open-source infrastructure such as Linux, Eclipse, and various open-source middleware implementations that have accelerated research and development. Similar contributions are needed for high-assurance platforms, networking, building blocks for safety systems, and other reusable infrastructure components targeting safety-critical systems. The CompCert compiler [46], an optimizing compiler for a large subset of C proven correct in the Coq theorem prover provides the basis for building machine-verified compilers for other programming languages and behavioral modeling languages. This could include collections of machine-verified static analyses. The recently released open-source Muen separation kernel [82] developed in the high-assurance Spark language [5] provides another potential foundation on which to build, e.g., partitioning middleware, application platforms for safety-critical embedded applications.

Interface Contract Languages Oriented to Safety and Security: Techniques for specifying and checking component interface contracts need to be extended to include better support for timing, resource utilization, and other non-functional properties. Instead of just capturing desired behavior of a component when it is functioning correctly, interfaces need to capture how components generate or propagate errors when they suffer failures.

Compositional Approaches to Hazard Analysis and Assurance Arguments: The core techniques of safety engineering such as hazard analyses will need to be adapted, to as great an extent as possible, to work compositionally, perhaps following the architectural or functional decomposition of a system. Similarly, notations and techniques for assurance cases need to be extended to support notions of compositionality (e.g., [42]).

Independent Safety Systems: A post-deployment approach, as mentioned earlier could be implemented by an independent safety-system, such as used in the nuclear power domain, in which there is strict separation between safety and control systems [77].

7. USE OF TOOLS IN CERTIFICATION

Challenge: The use of tools for the development and the verification of critical software in a certification context has been increasing steadily – in particular, with model-based technologies during the development process and sophisticated static analysis tools during the verification phase. This increase is driven in part by (a) the need to automate tasks to cope with the increasing scale and complexity described in Section 1, (b) the fact that automated tools are (potentially) more reliable than humans at performing certain tasks, and (c) improvements in underlying verification and analysis technologies. If certification can be viewed as a demonstration of conformance to safety-related requirements (see Section 2.1) how much confidence do we need in the tools that participate directly or indirectly in this demonstration? How do we establish confidence in these tools? How can the claims, evidence, and assurance artifacts associated with the use of different tools be combined to substantiate an overall assurance case for a system? How can we create a standards and regulatory ecosystem that will grow the market of certification-relevant tools and encourage innovations within this space?

Current State:

Lack of Progress in the Software Engineering Community: The Software Engineering community has a long history of producing tools for development, testing, and verification. Software Engineering conferences have entire tracks devoted to tool demonstrations, and there is increasing emphasis on providing test suites and other artifacts that allow other researchers to assess the quality and effectiveness of research tools. Many of these tools have the potential to support safety assessments, and authors often make explicit claims
about the relevance of the tools to certification. Yet relatively little is known within the SE community about the tool qualification notions present in current certification standards. Heimdahl addressed the challenge of incorporating tools in the certification process in his 2007 ICSE FOSE paper [27], but there has been little significant progress on the issue in the Software Engineering community since then. Researchers are not encouraged to engineer their tools to support qualification. There is little research on solutions for architecting and engineering tools to support qualification.

Progress in Standards: In the recent past, most safety standards, with the exception of DO-178B, provided little guidance regarding assessing the adequacy of tools used to develop or verify the software subject to certification. However, in an encouraging trend, recent standards such as ISO 26262, DO-178C and the latest version of ENS50128 clearly recognize the role of tools and in particular the fact that their deficiencies can have a potentially serious impact on the safety of a system. Slotosch [66] notes that all these standards have a three phase approach for using tools safely.

First, tools are classified into categories that describe the confidence required in the development process of the system. The classification is based on the analysis of potential errors in the tool and their detection or prevention probabilities within the process [28, 81]. For instance, ENS50128 for railway applications defines three categories of tools:

- **Class T1**: tools whose deficiencies cannot have any impact on the final system (e.g., a word processor).
- **Class T2**: tools, usually used in the verification phase, whose deficiencies could mask an error in the final system (e.g., a test-harness generator or a structural coverage analyzer), and finally
- **Class T3**: tools whose deficiencies could insert an undetected error in the final system (e.g., model to source code generator).

Second, tools for which confidence of correctness is required must be qualified by assuring their correctness for use in the development of a given system. The degree of assurance and specific assurance requirements are tied to the usage context – which includes the criticality level of software (tools applied to software of higher criticality require greater assurance), the tool features (as categorized above) required in development (correctness of unused features does not need to be assured), and the organization of the tool chain (are tool results used to justify eliminating the development steps?, are potential errors in the tool detectable by downstream tools?). Thus, qualification will not focus exclusively on tool correctness; an analysis of risks associated with tool malfunction is required along with mitigation strategies. In essence, a hazard analysis is applied to the tool chain.

It is important to understand that, because tools must be qualified with respect to their usage context, tool vendors technically do not sell qualified tools; instead, they sell qualifiable tools presented in the form of qualification kits (aka, certification kits) (Validas AG and Esterel are two companies which have developed significant infrastructure for this purpose). Application of the kit to achieve tool qualification for a particular system development project is typically carried out by the tool vendor and customer working in close collaboration. In ISO 26262, there are four possible qualification methods: increased confidence from use, process assessment, validation, and development according to a safety standard [66]. If a tool is not qualified, it can still be used but its output needs to be verified as part of the system certification activities.

Third, usage of the tool must be restricted according to declarations made during qualification. Documentation must contain the constraints from the process that have been considered in qualification analysis phases and workarounds for all restrictions found during tool qualification [66].

Gaps and Barriers:

**Overhead in Producing Qualifiable Tools and in Qualifying Tools:** The effort required for a tool vendor to produce a qualification kit for a tool is significant. At least 8 to 12 different documents are required (totaling multiple hundreds of pages). Some documents are the same for each qualification, but other documents are designed to be instantiated to the customer’s project context for each qualification. Other required artifacts include an assurance case for the tool (providing a risk analysis of both the development of the tool and use of the tool), and extensible test suites to be customized by the user to the particular use cases of their project. Proprietary tool development artifacts including design and source code, verification cases and procedures, verification results, software configuration management and software quality assurance records are held at the vendor’s site to be inspected by certification authorities.

**Unnecessary Overhead in Qualifying Tools for Multiple Domains:** Very few development or verification tools are specific to one domain, yet the qualification requirement vary significantly across safety standards for different domains – requiring tool vendors to develop different versions of their tool qualification kits for each standard supported. Such a situation decreases the attractiveness of the qualifiable tool market.

**Widely-used Tools Not Designed for Qualification:** Many of the recent development and verification tools are not created specifically for the safety-aware segment of the software market, and thus they do not provide any of the evidence that could be used to raise the level of confidence in their usage that would make them suitable without substantial additional work in a certification context. Furthermore, requiring specialized artifacts coming from a typical embedded software development life-cycle can be a major barrier for such tools: most of them are not standalone and rely on other tools and libraries that have their own independent life (e.g. all the tools that have matured in the Eclipse ecosystem).

**Research Directions:**

**Unified Approaches to Tool Qualifications:** Following the recommendations in Section 3, research should aim to identify and present in a domain-independent manner the foundational principles of tool qualification. This will facilitate the dissemination of tool qualification issues while bypassing the burden of acquiring expensive standards for each domain. In addition, it may be possible for research in this area to drive evolution of standards toward more unified approaches. In an encouraging sign, the recently released tool qualification requirements for avionics (DO-330) are designed to be domain neutral.

**Different Architectures and Approaches for Producing Evidence:** Existing qualification requirements and vendor kits are oriented around testing. Within the software engineering and programming languages communities, just as conference program committees have come to give ‘credit’ to authors that provide machine checked proofs of correctness of algorithms, open source tools, or artifacts used in empirical evaluations (all of which aim to facilitate independent review of claims), they should similarly give credits for research tool developers in verification and safety space that pro-
provide assurance artifacts and various forms of evidence that facilitate independent review of a tool correctness and effectiveness. Different approaches to high-confidence tool assurance (e.g., verifying tools via machine-check proofs of correctness versus having tools emit proofs that the tool has performed correctly for a particular program) should be systematically enumerated and their tradeoffs examined.

**Development and Modeling Environments for Qualifiable Tools:** Open source projects should be pursued that provide development and modeling environments for building qualifiable tools. An interesting initial step in this direction is the Auto IWG WP5: Eclipse Qualification Process Support project [66] that aims to enable tool developers using Eclipse as a platform to develop qualifiable plugins.

**Applying Product-line Approaches:** Tool qualification kits, have commonalities and variabilities across different domains and different vendor projects. Researchers should investigate the extent to which product-line engineering [58] can be applied to improve the organization, effectiveness, and application of qualification kits.

### 8. INCREASING AUTOMATION IN HAZARD ANALYSIS

**Challenge:** As noted in Section 2.2, hazard analysis is a crucial activity in safety-critical development. Not only does it drive design, but it also plays a key role in assurance arguments. Significant modeling and automation tools have been developed within the software engineering community for requirements elicitation and management, architecture modeling, code generation, maintenance, formal verification, and testing. Despite its central role in safety-critical development, there is very little support for modeling/automation of hazard analysis and other safety-related analyses. This often results in a lack of rigor in execution and documenting of the analyses (leading to safety-related design flaws), difficulties in managing and updating results as design and implementation evolves, and difficulties on the part of certification agents in assessing the completeness and accuracy of results (leading to increased review time and overlooked safety problems). An important dimension of this challenge is that, in contrast to conventional forms of software analysis, reasoning about hazards requires reasoning about not just planned interactions with the environment, but about unplanned interactions. Reasoning about the causes of hazardous states includes not only reasoning about intended system behavior, but about behaviors that the system may exhibit when components are failing or when functions are erroneous.

**Current State, Gaps, and Barriers:** The current state of practice is reflected fairly well in Ericson’s book on Hazard Analysis Techniques (HAT) [13]. Intermediate results and outcomes are recorded in text-based forms, which are typically captured using word processing or spreadsheet tools. Some automated support exists for specific techniques such as fault tree analysis (FTA), but these address only limited slices of the overall safety analysis space and are typically not integrated well with other development artifacts. Below we list other gaps in the ability of the community to effectively carry out hazard analyses.

**System Hazard Identification and Definition:** The early stages of development, as defined in safety methodologies such as ARP 4761 [67], attempt to identify relevant system hazards. This is often challenging due to the bipartite nature of hazards, namely, a system hazard needs to capture how a combination of a (possibly erroneous) system state together with an environment condition/state will lead to harm. While it is easier (but not trivial) for engineers to conceptualize possible system states, conceiving of harm-relevant environment states is typically more difficult since the conceptual state space of the environment is much larger, more complex, and less predictable. While intuition about system states can be gained by early prototyping and design reviews, extensive knowledge of harm-relevant environment states is typically gained through experience, which is not easily captured, transferred between, nor accumulated across engineers. Hazard identification and subsequent analysis is also closely related to validation, and it is impacted by analogous challenges. While verification assesses the relationship between two rather precisely designed artifacts (the system implementation and requirements/specifications), validation assesses the relationship between the system and a human’s conceptualization of the system (which is often imprecise and difficult, if not impossible, to capture completely in a concrete artifact). Similarly, identifying hazards rests largely on a human’s conceptualization of harm, the environment, and the system, along with the human’s ability to systematically explore combinations of these. More effective techniques are needed to help engineers explore the hazard space, capture hazards at a greater level of precision and formality to better drive the system engineering process, and to accumulate and organize domain-specific knowledge of hazards derived from experience.

**Increasing the Speed and Efficiency of Regulatory Reviews:** The issues of scale and complexity noted in Section 1 are making it increasingly difficult for regulatory authorities to review system safety arguments and evidence. Non-integrated informal documentation currently used in most regulatory submissions makes navigating through hazards, hazard analysis results, and mitigation strategies implemented in the system more difficult.

**Research Directions:**

- **Automated tools for exploring the hazard space:** Techniques from the software engineering community for formalizing and animating use cases (e.g., [21]) help engineers conceptualize interactions between a system and its environment. Tools like Alloy [41] use automated state-space exploration technology to help engineers visualize system states. Engineers can add logical constraints to focus attention on state space subsets of particular interest. Researchers might investigate if similar techniques could be applied to explore combinations of the system and environmental states potentially associated with hazards.

- **Dependency Tracking:** Reasoning about dependencies as well as the origin and propagation of values is common in conventional software engineering tools including compilers, model checkers, program slicers, and extended static checking tools. Experience with these tools has illustrated the usefulness of attaching various forms of annotations and pragmas directly in source code and other machine-readable development artifacts to capture origins of certain categories of values (e.g., null references, possibly out of range scalars). These annotations and artifacts into which they are embedded can then be used as inputs to automated analyses that propagate information through artifacts and either produce additional annotations or analysis results directly linked to the artifacts. For example, in modern development environments for Java, C#, and Ada, a developer may introduce simple annotations indicating that certain variables are intended to hold reference values that are always non-null (remaining variables are allowed to hold ei-
ther null or non-null values). This information is then propagated throughout the program to (a) deduce when other variables are always non-null and (b) to detect possible run-time exceptions due to dereference of null pointers.

Many aspects of hazard analysis techniques (HAT) include identifying component failure modes, which could be captured as simple enumeration annotations attached to a component in formal architecture descriptions. Many steps in reasoning about error propagation are highly repetitive and intermediate results are calculated manually in a straightforward manner from other development artifacts (e.g., identifying enclosing components or subsystems in a Failure Modes and Effects Analysis (FMEA)). If linked to formal system architecture descriptions including both software and hardware components, reasoning about propagation of information (e.g., how faults and effects of faults flow through the system) could be automated and traceability would be facilitated. HAT information including error types, error propagation paths, and component failure probabilities to be captured directly as annotations in a system architecture description. Unfortunately, despite longstanding formal approaches from academia and automation in some commercial tools, inputs to HAT are most commonly captured informally and cannot support the envisioned automation described above.

Architecture-integration Automation for Hazard Analysis: If architectures and dependencies are captured formally in models, annotations languages for hazard- and safety-related properties could be added to these models so that associated analysis tools could provide automation for many of the steps in FMEA, FTA, and other HATs. Preliminary work in this direction can be found in the Error Modeling (EM) Framework of the Architecture and Analysis Definition Language (AADL) [16]. As described in the EM annex document [15], EM enables semantic modeling of faults and errors in a non-standard type system, with annotations to AADL architectural models capturing the origin and propagation of different categories of errors. Error state machines and intra-component dependency information can be added to components to capture how the component generates or propagates errors in different failure modes. Annotated AADL component connectors provide information about how errors propagate between components. Using state space algorithms similar to those found in conventional probabilistic model checking and program slicing algorithms, AADL EM tools can automatically generate substantial portions of analyses such as FMEA and FTA. Further work is needed to directly model hazards in AADL EM. In addition, the current HATs in AADL tend to be failure/reliability oriented (FMEA is currently the best supported analysis in AADL EM) and only indirectly address hazards and safety.

9. BUILDING COMPETENCE TO ENGINEER SOFTWARE FOR SAFETY CRITICAL SYSTEMS

Challenge: Current competence-building practices, including the educational infrastructure and curricula, are not sufficient to engineer the systems characterized in Section 1. On the one hand, market forces have not been effective in driving a corrective response, because these systems are a relatively small segment of the vast software engineering market, which seems to value delivering functionality ‘fast to market’ much more than ‘get it right the first time’. On the other hand, engineering such systems increasingly requires breadth (especially system safety engineering [27]; as well as domain knowledge; hazard analysis; assurance cases; regulatory frameworks; related standards and guidelines) and depth of knowledge, far beyond the delivery-capability of the current educational infrastructure.

Even within the small market of safety-critical systems, the ‘market forces’ are not generated, because the management in many of the developer organizations is not aware of the competence needed, and has little appreciation for the dangers introduced by the discontinuous nature of software and the growing complexity inherent in software based systems) [56].

Current State: There are very few courses at any level in software engineering or computer science curricula that deal adequately with essential topics in building safety-critical systems [27, 49, 44]. There is no explicit consensus-supported statement of the competence needed for engineering a safety-critical system – not even for a narrowly-defined domain (e.g., a digital safety system for a nuclear power plant or a medical device or a drive-by-wire automobile). As a consequence, and as noted in Section 1, most people working on safety-critical software do not have the requisite knowledge. We do not know of any university programs in software engineering that are directed towards certification of software-dependent safety-critical systems. However, examples in the needed direction can be seen at two universities: University of York High Integrity Systems Engineering group, UK and MIT Engineering Systems Division, USA. Both offer Master’s and Doctoral degree programs, as well as short courses for practitioners in industry. Graduate education programs in computer science and software engineering programs do include research in safety critical systems. However, much of this research is far removed from the practical necessities of industrial projects. While society has elaborate licensing and refresher requirements for a surgeon, even when some of the surgical work is offloaded to a digitally controlled robotic device, there are no such requirements on those who engineer the automated system. This is a grave deficiency.

Gaps and Barriers to Progress: Universities view the development of software for use in safety-critical systems as a small, specialized area, and the workload for students in an accredited undergraduate software engineering program is already considerable, so adding material to a curriculum inevitably entails a discussion of what material would have to be removed. Universities have not adopted the undergraduate curriculum guidelines, developed by the ACM/IEEE Computer Society [2], based on the SWEBOK 2004 body of knowledge [30], and these curricula include the possibility of ‘streams’ such as safety-critical systems or highly secure systems through the use of technical electives. Similar difficulties exist in including other techniques relevant to safety-critical systems, but usually not taught in generic undergraduate software engineering programs – hazard analysis and assurance cases are two such examples. Many references used in practice, such as standards, are costly (beyond the budget), further limiting the students’ readiness to enter practice. Contrast this with the preparation of an undergraduate accounting student, preparing to be a CPA concurrently. In this regard, IEEE should be commended for making their standards available to universities through existing library copyright agreements. Meaningful end-to-end design projects are difficult to include in current coursework, due to the scale and needed hardware. Many companies/agencies involved in the development or certification of safety-critical systems have not yet fully realized that graduates from electrical engineering or mechanical engineering, while quite adept at writing code, do not have the depth of software specific knowledge required. Added to this, graduates from
Penetrating the Barriers: To engineer certifiable software-dependent safety critical systems, a comprehensive competence-building infrastructure is needed to produce certifiable engineers, to whom the end-users of their services can entrust their lives, just as to a surgeon. The competence-building infrastructure is needed not only for undergraduate and postgraduate university education, but also for in-career continuing education to update engineers, managers, and senior executives. While the classroom teaching would provide a certified theoretical foundation, it should be supplemented with certified practical training, as done for medical doctors and accountants.

Undergraduate Education: Undergraduate curricula should consider the recommendations in [2], providing different concentration streams through technical electives. The curricula should also allow credit for accredited courses on line. Commensurate online courses should be developed with synergy across interested organizations. Going beyond the recommendations in [2], in determining the ‘core’ curriculum, educators should recognize that ‘software engineering for critical application domains’ is not merely applied computer science. It is a techno-socio challenge and depends critically on social processes as well. Capstone design (project-oriented) courses in an undergraduate software engineering safety-critical stream should be supported with reusable resources (e.g.: tool suites; library of software and hardware building blocks; case studies; standards or mock standards), such that student teams can build a certifiable safety-critical system within the time budget of the course.

Postgraduate Education: As recommended for undergraduate programs above, graduate education programs should also include provisions for different concentration streams; for example see [53]. Furthermore, graduate education programs should also offer course series and practical training opportunities that equip the scholar for certification in a concentration stream, such as ‘Software-dependent systems engineering for life-critical medical devices.’ To prepare a scholar for certification in a particular application domain, curricula developers should recognize that graduate work in such specializations of software engineering is not about ‘going narrower and deeper into the application of computer science’, but about integrating knowledge across different disciplines; for example, see [8] – a graduate program. The software engineering discipline can learn from many features of this program: interdisciplinary integration; project-based learning; shared ‘library’ resources such as platform elements, reusable building blocks (components), and tool suites; teamwork; and collaboration with entrepreneurs. Throughout this paper we have highlighted research directions to further our technical knowledge related to how to build and evaluate software-dependent safety-critical systems. There is amazingly little research currently targeted directly at software certification, resulting in ample opportunity to target this for graduate research topics. Not only do we have to produce graduates who are competent to build and certify these systems, we also have to produce graduates who are capable of extending our knowledge in these areas.

High-quality Case Studies: Educational curricula should include real-life case studies (or sanitized, synthesized cases derived from real-life examples), for example, as done in leading business schools. Their classroom use should be supported with reusable shared resources, as mentioned above in the context of Capstone design project courses. This would also reinforce that software engineering involves the engineering of a software based system, even in the case of conventional software engineering [43, 55]. Some projects that have made an initial start in this direction include the PaceMaker Challenge [7] and the Open PCA Pump [45].

Course Material Providing Domain Knowledge for Safety-critical Domains: The time and effort currently needed to learn about a particular application domain should be reduced. For example, online learning resources could be prepared in cooperation with respective industry leaders in avionics; digital safety systems for nuclear power plants; life-critical medical devices; drive-by-wire automobiles, etc.

Mock Standards and Compliance Evaluation Guidelines: Given the cost barrier of purchasing relevant standards, mock standards (e.g., for development, evaluation, and assurance of safety-critical systems in various application domains) should be developed as resources shared across the educational community.

Raising Awareness of Managers and Executives: Since many managers and executives in industry are not aware of issues such as hidden hazards and costs in engineering complex safety-critical systems and are not aware of the competence required to engineer such systems, short courses, seminars, and workshops should be developed to raise their awareness and understanding (for an example, see [70]). These training resources should include case studies, showing the economic impact of these issues.

10. CONCLUSIONS AND FUTURE WORK

Increasingly, critical systems being deployed are growing in size and interactions with other systems, to the extent that these systems are not fully understood, much more difficult to verify, and almost impossible to validate to the level of confidence required. As a result they are becoming less assurable. This is exacerbated by the fact that current common practice in building and certifying software-dependent safety-critical systems falls short of the state of the art, and far short of what many believe is possible. In particular, designed-in safety/security seems to be a foreign concept to many companies building safety-critical systems. Designed-in safety/security is the single most important principle in the development of safety-critical software-dependent systems. Safety and security cannot be tested into the system – they have to be built in right from the beginning.

The gap between current practice and state of the art encompasses a wide variety of topics, from requirements validation to reliance on process as an indicator of quality in the case of certification. The most important barriers to closing these gaps are summarized below.

- Education seems to be at the heart of many of our problems. There are almost no courses in software engineering or computer science that deal with essential topics in building and/or certifying safety-critical systems. Section 9 presents a number of ways in which we could improve the education of the safety-critical software workforce.
- Another systemic problem we face is that the (safety-critical) software industry has been built on the premise that if developers comply with process based development standards, the products they build will be safe, secure and dependable. Section 4 describes the benefits of assurance cases as a framework for product focused certification, as well as how to
overcome some of the practical issues that may arise from their unconstrained use.

- The inadequacy of requirements in common practice is astounding. Requirements elicitation/gathering is a notoriously difficult activity. Documenting requirements so that they are complete, unambiguous, correct, understandable, and mitigate known hazards is not much easier. Section 5 discusses why validation of requirements is so crucial and so poorly implemented, and why mathematics based requirements are so advantageous – assuming we do not bury the ‘intention’ of the requirement in the rigour of the mathematics.

- Software tools are an indispensable aspect of safety-critical software development. Complexity of the systems we need to build (and certify), as well as the increasing trend towards model-driven development, has fundamentally changed our need for software tools. The need for tools, as well as the need for a more unified and effective approach to tool qualification is discussed in Section 7. Interestingly, almost all our current tools have been aimed at supporting development and verification of software. There are (almost) no tools specifically designed to aid the certifier/regulator.

- Compositional approaches to certification are needed as just one way of coping with the large, interconnected systems we are building. Compositional verification, and design by contract are well known techniques. However, certification is not verification – and safety is a global property. Section 6 shows why compositional certification, if it can be realized, would be so advantageous. It also highlights the problems we face on a regulatory level, as well as the technical hurdles we must overcome.

10.1 Future Directions

The above discussion centered on discovering and filling gaps between current practice and state of the art. State of the art reflects current knowledge and capability, and we would be remiss if we set our sights that low. There is another set of gaps – and these are barriers related to lack of knowledge and/or capability.

- A hot research topic and of real importance to certification is the notion of confidence. It is most often discussed within the context of both the argument and evidence in assurance cases. We need to be able to ‘measure’ it; determine if it is cumulative in some way; and determine what an acceptable minimum might be. Related to this, we need a theory of coverage that enables us to combine multiple verification techniques in such a way that we can show that we have more confidence in this case, compared with having a single verification technique.

- A related topic is that of evidence. We need to decide what constitutes evidence, and what evidence is essential to the evaluation of safety, dependability, and security. If we can achieve this, we should also be able to build tools that directly support certification.

- Having a requirements specification in a form that is understandable, amenable to analysis, and precise enough to drive the development and verification is also essential. Domain specific languages (DSLs) will likely be an effective way of achieving this, for both traditional (formal) software development as well as model-driven approaches.

- Effective ways of performing compositional certification must cope with the global nature of safety and security. This will have to include compositional approaches to hazard analysis, for example. It may also be facilitated by separation of concerns – the idea of a safety system that monitors a system of (control) systems.

- We need a more uniform and effective way of specifying timing requirements, both functional timing requirements and performance timing requirements. In addition, we need to be able to generate design envelopes that would satisfy those timing requirements, and have analysis methods and tools that verify compliance with the timing requirements.

- Current verification analysis techniques are not practical enough in more than one respect. We normally single out our inability to verify very large, complex systems, because our methods often do not scale adequately. Just as important is the fact that it is unrealistic to expect a refinement step to comply exactly with its specification. Verification needs to show compliance within a pre-determined tolerance.

- Suites of tools could be developed to ease the burden of qualification of some of those tools. For example, generating a proof is sometimes very difficult. Checking the proof is a much easier task. Placing a higher qualification level on the checking tool may be possible to achieve and as long as both tools are used, could result in much a much less onerous qualification for the tool that generated the proof.

- Recognition that certification is a socio-technical endeavor raises difficult questions. An obvious concern is how to factor into the confidence measure, the competence of the developers and the certifiers. Another may be how we get industry consensus on mandating the use of formal requirements. Formal methods must be made more amenable to practitioners, and the tools in which they are implemented, must scale to deal with realistic problems.

The bottom-line: We have not yet reached the time when we can say that we truly do understand how to evaluate fundamental properties in software products. Software development has really outstripped both computer science and software engineering. Software products are a mainstay of safety-critical systems, and we have built these systems through sweat and tears, with rapidly acquired knowledge related to practical, carefully thought-out processes, and some use of sophisticated mathematical tools. However, the true nature of software still eludes us. If we cannot agree on what the essential attributes of a software product are, with regard to ‘quality’, and if we cannot measure the degree to which we achieve those attributes, we have not yet built an adequate software science. It also means that software engineers then lack essential knowledge on what to base their methods. This is the fundamental challenge that we face.
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